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Abstract— Snow water equivalent (SWE) is a key variable
for various hydrological applications. It is defined as the depth
of water that would result upon complete melting of a mass
of snow. However, until now, continuous measurements of
the SWE are either scarce, expensive, labor-intense, or lack
temporal or spatial resolution especially in mountainous and
remote regions. We derive the SWE for dry-snow conditions
using carrier phase measurements from the Global Navigation
Satellite System (GNSS) receivers. Two static GNSS receivers
are used, whereby one antenna is placed below the snow
and the other antenna is placed above the snow. The carrier
phase measurements of both receivers are combined in double
differences (DDs) to eliminate clock offsets and phase biases
and to mitigate atmospheric errors. Each DD carrier phase
measurement depends on the relative position between both
antennas, an integer ambiguity due to the periodic nature
of the carrier phase signal, and the SWE projected into the
direction of incidence. The relative positions of the antennas are
determined under snow-free conditions with millimeter accuracy
using real-time kinematic positioning. Subsequently, the SWE
and carrier phase integer ambiguities are jointly estimated
with an integer least-squares estimator. We tested our method
at an Alpine test site in Switzerland during the dry-snow
season 2015-2016. The SWE derived solely by the GNSS shows
very high correlation with conventionally measured snow pillow
(root mean square error: 11 mm) and manual snow pit data.
This method can be applied to dense low-cost GNSS receiver
networks to improve the spatial and temporal information on
SNow.

Index Terms— Carrier phase measurements, Global Position-
ing System (GPS), Real Time Kinematic (RTK), snow water
equivalent (SWE), SnowSense.
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I. INTRODUCTION

HE Earth’s water resources are stored to a great extent

in permanent or seasonal snow cover. The amount of
water stored in the snowpack expressed as snow water
equivalent (SWE) is a key variable in water resources manage-
ment and an essential component within the Earth’s climate
system [1]. The amount of snow and its melting determines
quantitatively and temporally the river runoff of numerous
mountain catchments. The snow cover is hence a naturally
regulated storage which is relevant for many hydrological
applications, such as hydropower production, navigation, water
supply for drinking water, and irrigation [2]-[4]. Moreover,
the release of water stored in the snowpack might contribute to
avalanche formation, slush flows, and floods. The latter may in
particular occur during the conditions of intense melting and
rain in spring; their intensity and temporal occurrence may
increase under changing climatic conditions [5], [6]. Continu-
ous monitoring of the snowpack, especially the SWE, is there-
fore highly requested for hydrological modeling approaches as
well as avalanche and in particular flood forecasts.

However, until now, measurements of SWE are very scarce,
especially in difficult to reach and sparsely populated areas,
and are often not conducted continuously. Conventionally,
the SWE is measured by weighing a given volume of snow
cut out of the snowpack with tubes [7]. This technique is so
far the most reliable method, but it is destructive, as snow pits
have to be dug, and labor-intense, and gives only a snapshot in
time. Snow pillows [8] and snow scales, for example, measure
continuously, but are quite expensive and difficult to install
and are limited to flat terrain. Moreover, these methods are
prone to measurement errors due to bridging effects, especially
during the first wetting of snow in spring [9]. Regarding
in situ measurements, further research is ongoing. A novel
in situ measurement approach was recently described by
Rashmi ef al. [10] who applied a radar reflectometry method
to derive the SWE with P-band signals. Active and passive
microwave remote sensing approaches, e.g., summarized by
Tedesco [11], provide spatial information on snow height
but also on the SWE. However, they are often not available
in high-temporal resolution, may lack the required spatial
resolution, or are restricted due to foreshortening or layover
effects, in particular in mountain regions [12]. To overcome
some of these problems, the recently started NASA SnowEx
airborne campaign [13] looks promising as it employs a
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microwave multisensor approach, including L-band interfer-
ometry, Ka-band radar altimetry, as well as volume scattering
techniques to derive the SWE. In general, continuous and
high-quality measurements at numerous locations would be
largely useful for the validation of Earth observation satellite
data and to improve hydrological models. Since the last
decade, several approaches to derive snow cover properties
from the L-band Global Navigation Satellite System (GNSS)
signals have been developed. These are in particular GNSS
reflectometry approaches, mainly based on fix installed, high-
end geodetic receivers, aiming to derive information on snow
height as the signals are reflected at the air—snow interface
[14]-[18]. Moreover, Yu et al. [19] estimated snow depth
based on a multipath phase combination of triple-frequency
signals. For the reflectometry techniques, mainly the GNSS
signal strength information stemming from the combined
reception of line-of-sight and reflected paths is applied and
a quite flat area of up to 1 km? is needed [20], whereby the
antenna is situated in the middle. Koch er al. [21] developed
an alternative approach using low-cost Global Positioning
System (GPS) receivers to quantitatively derive the liquid
water content in the snowpack from the attenuation of the
carrier-to-noise-power density ratio C/Np caused by a promi-
nent change of the dielectric properties of snow as liquid
water occurs. In addition, this approach, in combination with
an upward-looking ground penetrating radar system, provides
snow height and SWE information under dry snow and wet
snow [22]. Evaluating the two-way travel time information
of the electromagnetic pulse in the same L-band frequency
domain had already shown good results for snow properties,
as long as the snowpack was dry but overestimated the snow
height under wet-snow conditions [23]. This deficiency was
improved by the combination with the GPS system [22].
However, radar sensors are expensive and thus not attractive
for dense sensor networks.

A novel and highly promising method to derive
the SWE with low-cost GNSS sensors, which is pre-
sented in this paper, was developed and applied within
the ARTES-IAP Demo Project SnowSense (https://artes-
apps.esa.int/projects/snowsense-dp), co-funded by the Euro-
pean Space Agency (ESA). In general, this project aims
to provide highly demanded continuous and nondestructive
information on snow cover properties, also in remote and
difficult to access areas, e.g., for hydropower companies and
flood or avalanche forecast centers. In order to make dense
sensor networks possible, all sensors are low-cost encompass-
ing two GNSS receivers and antennas, a microcontroller, and
data storage. One of these setups using low-cost GPS sensors
(recording L.1-band GPS signals) was used for this paper at the
high-alpine test site Weissfluhjoch near Davos, Switzerland,
at an elevation of 2.540 m a.s.l. In addition, an optional
self-sufficient energy component as well as a component for
data transmission are available for the SnowSense GNSS
sensor setup. However, regarding the latter, for this paper,
the infrastructure of the test site with its electric grid and its
internet facility was used.

We show, exemplarily for the dry winter period 2015-2016,
that with this GNSS setup, the SWE can continuously be
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Fig. 1. GNSS setup for derivation of SWE.

determined solely with GNSS carrier phase signals, which
are, compared with GNSS C/Ny recordings, highly sensitive
to changes in the SWE.

II. MODELING OF CARRIER PHASES WITH SNOW COVER

The snow causes a delay in both pseudorange and carrier
phase measurements which is proportional to the SWE under
dry-snow conditions. However, we use only GNSS carrier
phase measurements, as the pseudorange measurements are
too noisy to be beneficial for SWE determination.

In general, snow has two effects on the carrier phase, which
are taken into account in our model:

1) the delay of GNSS signals due to reduced signal prop-
agation speed in snow;

2) angular refraction/bending at air—snow interface due to
a change in medium.

First, the snow-induced signal delay can be derived from the
phase measurements using a precise model of the phase mea-
surements and the proposed integer least-squares estimator.
It is the most sophisticated part as the phase measurements are
also affected by several other parameters (e.g., the receiver’s
and satellite’s position, integer ambiguities, and atmospheric
delays) and since all parameters need to be determined with a
total error of at most a few centimeters. Second, the refraction
at the air—snow interface is derived from Snell’s Law.

The focus of this paper is on SWE determination,
i.e., receiver and satellite clock offsets and biases, orbital
errors, and atmospheric errors are all nuisance parameters.
Therefore, we eliminate all nuisance parameters by performing
differential measurements using two low-cost GNSS antennas
connected to two low-cost GNSS receivers. Thereby, one
antenna is placed on a pole above the snow and one antenna
on the ground as shown in Fig. 1.

The carrier phase measurements of the continuous GNSS
waves are provided directly by the phase-locked loop of
the GNSS receiver [24]. Differential carrier phases between
the pairs of receivers and satellites are determined and the
obtained double difference (DD) measurements are modeled



HENKEL et al.: SWE OF DRY SNOW DERIVED FROM GNSS CARRIER PHASES

for receiver pair r € {1, 2} and satellite pair {k, [} by
loth = Ao — 05) — (o] — 0d)
= @)1y + & + ANE + 1/2ANH
+0g - Afskl‘f‘/m(ﬂﬁp,lz"‘ﬁ]flz ey

with the wavelength A, the phase measurement gof recorded
in cycles, the normalized line-of-sight vector ¢ between
the antenna phase centers of the satellites and the receivers,
the baseline vector b}, between the pole and ground antennas,
the synchronization correction c]fz, the integer ambiguity N,k,
the half cycle slip AN,k /2 due to the periodicity of the carrier
phase, the speed of light in air v,, the snow induced time delay
Atk, the phase multipath Ago{(,[p’r due to simultaneous recep-
tion of multiple propagation paths, and the phase noise X, and

O =F =0 @)
being the difference between satellites k and /. We assume a
short baseline length of only a few meters such that different
tropospheric and ionospheric delays, as described in [25], are
negligible.

Phase multipath includes reflections from surrounding
obstacles and the snow—ground and the air—snow interfaces
(mainly for the upper antenna). The phase multipath error
is bounded by A/4 as shown in [24] and might be higher
at grazing incidence [26]. As the direct signal is assumed to
be much stronger than the reflected ones in our application,
the multipath error is typically in the order of less than 2 cm
and is mapped to the noise, i.e.,

& = iACDl]\(/iP,lz +éfh. 3)

The extra-time delay Atfl due to snow can be expressed
in terms of a snow parameter d;. It can be interpreted as
a vertical distance that can be expressed in two manners.
On the one side, it describes the travel time that a signal
would need through the snowpack. It is decomposed into two
components. The first component Az) refers to the travel time
for the vertical distance dg that would arise in the absence of
snow. The second component Ar{ describes the extra delay
caused by the snow. On the other side, the distance ds can be
expressed in terms of the travel time that a signal would need
in air. Both distances are set equal

dy =0 - (MY + A1) = 0, AL )

with the speed of light in air v, and the speed of light in snow
g, respectively.

Solving for the extra delay At due to snow and projecting
it into the range domain using the speed of light in air v, give

D,
va AL = (U—“ — 1) ds =: y (v5)d,s 5)

s
where the speed correction factor y (vy) is implicitly defined by
the second identity. The GNSS signals are typically received
from an elevation of less than 90°. Therefore, the vertical delay
is mapped into a slant delay. As differential measurements
are used for snow monitoring, the slant delay is differentiated
between satellites k& and /

vaAtfl = mhk . va At = mkl . v (vg)ds. 6)
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This slant delay is linearly proportional to the snow parameter
ds, which itself is linearly proportional to the SWE. The single
difference mapping function in (6) is given by

- sin(EX)  sin(El) @

with Eé‘ and Eé being the elevations of the refracted signals
of the kth and /th satellite, respectively, under the assumption
of a flat and horizontal surface. The elevation of this refracted
signal can be obtained from Snell’s law as

EX = 90° — asin (Z— sin (90° — E§)> @®)
N

with EX being the satellite’s elevation above the snow cover
for the kth satellite, and n, and ns; being the refraction
indices in the air and the snow. For this approach, we set the
elevation mask to 25° to eliminate satellites with excessive
phase multipath and frequent losses of phase lock and to
discard near grazing incidence observations. The elevation
mask implies the sampling area in terms of a horizontal radius
around the antenna.

The speed of light in air v, is assumed to be the speed of
light in vacuum ¢ and the speed of light in dry snow is set to
vs &~ 2.3 x 108 ms™!, which was also applied in [22] and [23]
and is directly linked to the dielectric properties of dry snow.
Moreover, vy can be determined by using the permittivity of
snow ¢, and applying Snell’s law as

Ng . 7
vy = —vg with ng = /¢;. )
ng
In general, vy also depends on the density of dry snow [23].
However, as the dry snow density has only a negligible
influence on the permittivity of snow [21], [27] compared with
the liquid water content, the chosen value of v, sufficiently
covers a wide range of dry snow densities.

The snow-related term AzX! is obtained from the DD phase
measurements by subtraction of the estimates of the baseline
term, the synchronization correction, the integer ambiguities,
and the cycle slips. The obtained term is typically called
carrier phase residuals. If there is no snow, then the residuals
are close to zero-mean white Gaussian noise with a standard
deviation of less than 1 cm. If a snow pack exists, then
the residuals are linearly proportional to both the mapping
function m* and the snow parameter d;.

IT1I. METHOD FOR SWE DERIVATION

In this section, we describe in detail our method for the
SWE derivation with the GNSS. As the GNSS antennas are
mounted at static points, it is sufficient to determine the
3-D baseline vector only once and to reuse this known baseline
for SWE derivation at every subsequent epoch. As a snow-free
reference measurement, we determined the 3-D baseline vector
directly after the installation of the receivers without any
snow cover. Thus, the positioning can be separated from the
estimation of the snow parameter. This setup without any snow
cover refers to carrier-phase relative positioning, so-called
Real Time Kinematic (RTK) or postprocessed kinematic posi-
tioning, which was described by Talbot [28]. An efficient
implementation was developed by Takasu and Yasuda [29].
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The performance has been improved over the last two decades,
e.g., by using multi-GNSS measurements and fixing ambigui-
ties of multiple constellations (e.g., joint GPS/Globalnaya nav-
igatsionnaya sputnikovaya sistema (Glonass) fixing [30] and
joint GPS/quasi-zenith satellite system fixing (QZSS) [31]),
by code multipath estimation [32], by partial ambiguity fixing
for faster fixing [33], and/or by partial integer decorrela-
tion [34].

Fig. 2 includes a flowchart for determining the SWE. The
steps in black solid boxes are identical to the ones of the
standard RTK positioning. The synchronization correction is
needed for low-cost GNSS receivers and computed according
to Henkel and Cardenas [35]. Cycle slips are obtained by
the prediction of measurements from history and by the
comparison of these predicted measurements with actual mea-
surements. The steps in blue dashed boxes are specific to
snow and explained in this section. For this approach, we used
GPS L1-band recordings with a sampling rate of 1 Hz, which
is a reasonable tradeoff between maximizing the accuracy
through a large number of measurements and minimizing the
computational effort. In addition, the method can also be
applied to any other GNSS system (i.e., Galileo, GLONASS,
and Beidou) and/or other frequencies, or the combinations of
systems and/or frequencies.

A. Fixing of Initial Ambiguities

We are using only carrier phase observations (i.e., no
pseudorange measurements) which are ambiguous. We correct
the DD measurements iq) of (1) for the a priori known
baseline b]z, the synchronlzatlon error c’fz, and half cycle
slips 1/2ANK, ie.,

/’{(ﬁ]l(lz = /1 kl (ekl)Tblz C12
iN Hymh . dg+ &

1/2ANK
(10)

which leaves only the ambiguities N{‘é and the snow para-
meter ds as unknowns. The combined phase noise and mul-
tipath 511‘12 is typically below 2 cm for all satellites. The
standard deviation of the combined phase noise and multipath
was estimated from the sum of the squared measurement
residuals using a short time series of a few seconds. These
measurement residuals represent the difference between the
measurements and the best linear least-squares fit of these
measurements.

The separation of N {‘é and d; can be performed only via the
known mapping function, which changes over time with the
satellite elevation. Therefore, we consider the corrected DD
measurements from n epochs jointly

A% (1) 5}5(;1)

: :Hkl<jz,{(é>+ : (11)
2t (n) s #f)
with
A ymM (@)
Hkl — . . (12)

A ymM(ty)
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Estimation of snow parameter due to snow induced delay

! Initial estimation of

Fig. 2. Flowchart for individual processing steps aiming to derive the SWE.
The steps in blue/dashed boxes are specific to snow.

The least-squares estimates of the ambiguities and the snow
parameter follow as:

- 2
o (0{‘5(11) Vil
< A12> = arg min —Hkl< 12>
ds le,ds ~kl ds
€012(ln)
)
— ((Hkl)THkl)fl(Hkl)T (13)
A@th (tn)

The sum of squared residuals of this least-squares adjustment
is given by

3 2
(ﬂlfé(tl)

SSEX, = || P& (14)

cﬁ’fé(tn)

with PIJ; being the projector on the space orthogonal of H*..
If the sum of squared phase residuals is sufficiently small
and the ambiguity estimate is close to an integer number,
the ambiguity can be fixed by rounding off to the nearest
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integer number, i.e.,
(15)

The snow parameter occurs as common variable for all DDs
in (11). Thus, the snow parameter couples the DDs of all
satellites. The estimation of both, N{‘é, ke{l,...,K}, and d;,
can be improved by a joint consideration of the measurements
from all visible satellites and available epochs. Therefore, (11)
is expanded to

N = round (N73).

Agih (1) éié(m)
o N i
A@1h (tn) 2 e%’z(z,,)
~1<£1 —H i ~1<1' (16)
A9y, (11) — = ekl (n)
. s .
615 (tn) K1 (1)
with
A ym!(ty)
A lel(tn)
H= : (17)
Al ymXl(n)
A ymkl(tn)

The least-squares solution of the DD integer ambiguities and
Snow parameter is given by

(N5, N do)T
NI |
= arg min A9 — H : (18)
(NS ... NEh ez NEK!
ds cR ds 5 -1

where the phase measurements of all epochs and satellites are
stacked as

Ago = (2g1(t), ., g1 (t), - ..
L))"

28, ..., 26K (19)

The solution of (18) can be obtained with an integer least-
squares estimator, e.g., the Least-squares ambiguity decorrela-
tion (LAMBDA) adjustment method of Teunissen [36], which
includes an integer decorrelation Z and sequential tree search
S to fix the ambiguities to integers. The ith candidate of the
search is given by

oy
NO=| : | =27'8D(zRn) (20)
NKZ
with
N
Nip = : (21)
NE&!
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A fixing is typically considered as reliable if the sum of
squared ambiguity residuals of the second-best candidate N, (2)
are significantly larger than the sum of squared amblgulty
residuals of the first-best candidate Nl(;). This ratio test g is
given by

LS

R =N
and was analyzed in detail for future GNSS ambiguity res-
olution by Verhagen and Teunissen [37]. Once the initial

ambiguities are fixed, an instantaneous estimate of the snow
parameter can be obtained at every epoch by

. 1

e > (22)

dy(tn) = mT () T~ (ty)m (1)
/1((0 (tn) - Nllé
T s (0) : (23)
/1((0 (tn) - N )
with
mll(tn)
m(ty) =7y - : e
mKl(tn)

B. Initialization of Ambiguities of Newly Tracked Satellites
The ambiguities of newly tracked satellites need to be
initialized. We distinguish between initializations after short
signal interruptions (e.g., due to loss of phase lock) and long
signal interruptions (e.g., rise of satellite above horizon). For
short signal interruptions, the ambiguities can be instanta-
neously fixed using the phase measurements at the previous
epoch n — 1 and the change of the mapping function, i.e.,

N¥ = round(N%) with

~kl mh! (tn)

N = ¢Y5tn) — m((ﬁ b(tae1) — Nf3(ta—1)).  (25)

For longer signal interruptions, the likelihood of undetected
cycle slips and/or of a change in the snow parameter increases.
Therefore, the ambiguities are fixed using the current snow
parameter estimate, i.e.,

Nt} = round G (2% (tn) — y - m* (rn)&s(rn))). (26)

C. Readjustment of Ambiguities

The tracking errors of the receivers and/or errors in the cycle
slip correction might require a readjustment of the ambiguities.
We consider two options for this readjustment.

The first option can be applied if a satellite is having
approximately the same elevation as the reference satellite.
In this case, the differential mapping function m* vanishes
and the ambiguity of the satellite can be simply readjusted as

le = rOund(ngz(tn)) (27)

The second option is a least-squares reestimation of ambi-
guities and snow parameter according to (13). In general,
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Fig. 3. Carrier phase residuals for each GPS satellite recorded over one day for (a) snow-free conditions (October 11, 2015) with small fixed phase residuals
around zero. Carrier phase residuals and arcs for each GPS satellite recorded over one day for dry-snow conditions with an SWE of approximately (b) 200 mm
(January 13, 2016), (c) 400 mm (February 5, 2016), and (d) 600 mm (March 31, 2016).

the first option is clearly preferred, since it is much more
accurate. However, there are some satellite passes with an
elevation maximum far below the elevation of the reference
satellite. In this case, a readjustment can only be performed
with the second option.

D. Fixed Phase Residuals

After the ambiguities are fixed, r{‘é remains as
ria (i) = A1 (1n) = ANTs = ymM (t) - dy (1) + 815 (1)

Regarding (28), the fixed phase residuals r{‘é encompass the
snow terms ym* - d; and &%

Fig. 3 illustrates the carrier phase residuals of all 32 GPS
satellites recorded during one day for four exemplary days
with different values of the SWE with approximately 0, 200,
400, and 600 mm. The starting point and the ending point
of each satellite are given by the time of satellite rising and
setting and, thus, is almost independent of snow cover. Each
color corresponds to one of the 32 GPS satellites.

There are four different types of dynamics in the residu-
als. First, random short-term variations over a few seconds
are caused by phase noise. Second, short-term to midterm

(28)

oscillations lasting several minutes could be multipath. Third,
midterm variations over a few hours are caused by the change
of the satellite elevation. Finally, long-term variations over sev-
eral hours or days are caused by the changes of the snowpack.
Clearly, the last type is dominant once the SWE exceeds a
certain minimum and leads to the typical arched shape.

The minimum of the carrier phase residuals is reached
when the satellites reach their maximum elevation angle.
The residuals of satellites serving as a reference satellite
are equal to zero due to the DD approach, and residuals of
satellites, which have temporally even a higher elevation than
the reference satellite, show negative values. An example is
given in Fig. 4 for a time period of approximately 5 h for the
passing of four reference satellites and their corresponding
refracted elevation angles over the unrefracted mask of 25°
corresponding to a refracted angle of approximately 44.2°.
Each change of the reference satellite is indicated with a
vertical black dashed line. We require a minimum of 60°
for the unrefracted signal (corresponding to an elevation of
approximately 67.4° for the refracted signal) of a satellite to
be chosen as reference satellite. Once a satellite falls below
this minimum elevation, the satellite with the highest elevation
is chosen as new reference satellite.
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Fig. 4. (a) Fixed phase residuals with arcs, exemplary shown for four different
satellites serving temporally as reference satellites, recorded over a time period
of approximately 5 h on January 17, 2016. The black lines are the arcs of the
fitted phases. (b) Corresponding refracted elevation in the dry snow of those
four satellites.

E. Filtering of Snow Parameter Estimate

The precision of the least-squares snow parameter estimate
can be obtained from (23) as

1
VmT (1) = (t)m (1)

and simplifies for a diagonal measurement covariance
matrix to

(29)

Ody(tn) =

1
K K2
Y Zk:l((’;g—l))z

This standard deviation of the snow parameter depends on the
following factors:

1) accuracy of DD carrier measurements
(0p <1 cm);
2) difference of mapping functions m

3) speed correction factor y = co/vs — 1 = 0.3.

phase
ki.
Fig. 5 shows the scaling 1/(y m*') of the measurement noise

standard deviation. The scaling is lowest if the difference
between the elevation of a satellite and the elevation of
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Scaling factor 1/(m )

50 6 70 80
Unrefracted elevation EX in snow of satellite k [deq]

Fig. 5. Snow parameter determination: scaling of phase noise by mapping
function and speed correction factor for four different elevations of a potential
reference satellite /. The elevation of satellite k is shown on the x-axis and
the elevation of the reference satellite / is shown in the legend.

the reference satellite is maximum. Consequently, the ideal
measurement satellite should be as low as possible, if the
reference satellite is taken as high as possible. In this case,
the scaling factor varies between 5 and 10 depending on
the elevation of the reference satellite. The scaling factor
quickly increases with smaller elevation differences between
the considered satellite and the reference satellite. This large
scaling factor makes the single-epoch snow parameter estimate
very noisy and requires some filtering.

The fixed phase measurements can be described by some
arcs parametrized by the snow parameter and mapping func-
tion. We can obtain such fitted arcs by least-squares estimation
of the snow parameter based on given fixed phase measure-
ments and mapping functions. As the phase measurements
of some satellites might be corrupted by receiver tracking
errors or azimuthal inhomogeneities in the snow cover, we
perform the fitting for each satellite pass separately, i.e.,

~ . - 2
Hanea = 77 argmin s ]
1
_ okl kINT kl
=GR T R (=) r 3D
with the stacked phase measurements of epochs #; to f,
r 12(f1)
= (32)
r 12(tn)
and the stacked mapping functions
m* (1)
ik = : . (33)
mh! (tn)

We use only the satellites with a good agreement of the fixed
phase measurements and fitted arcs of (31), i.e.,

ZHV 2(1)

8 a0 < 22 (34)
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with y? being an upper bound on the sum of squared devi-
ations. In addition to the fixed phase residuals, Fig. 3 shows
the estimated arcs for each satellite in black for days with
snow cover. Fig. 4 proposes an enlarged view of the residuals
for a few hours. The fitted arcs were derived from the raw
measurements and mapping functions under the assumption of
a constant snow parameter. Nevertheless, an excellent match
can be observed between residuals and arcs.

The accuracy of the snow parameter can be further improved
by a joint consideration of the fitted arcs from all satellites with
good fitting. Therefore, we replace the “raw” measurements
in (23) by the fitted arcs and consider only the subset of
satellites with sufficiently accurate arc fitting, i.e.,

1
mI (6) S5 (1) ()

dvs,ﬁtted(tn) = mz (tn)zgl(fn)
rllé,ﬁtted(tn)
(35)

Kl
12, fitted (n)

where the lower index s denotes the subset of satellites with
sufficiently small sum of squared residuals.

Finally, dvs,ﬁtted is low-pass filtered to reduce jumps in the
case of lost or newly tracked satellites. Thus, the final snow
parameter estimate is given by

S 1. 1\ «
ds,ﬁtted(tn) = ;ds,ﬁtted(tn) + (1 - ;> ds,ﬁtted(tnfl) (36)

with 7 being the time constant of the low-pass filter. For
this approach, v was set to 4 h. Alternatively, the estimate
c?s,ﬁtted(tn) could be obtained also from the combination of
the individual snow parameter estimates of each arc using the
standard deviations of the snow parameter estimates in the
weighting, as proposed in (4) in Tabibi er al. [38]. However,
(35) and (36), in their current form, have the advantage that
they can also be applied very efficiently with large data sets.

FE. Calculation of SWE

In a final step, the SWE is derived from the final snow
parameter estimate of (35) using the underlying model of (6).
The final snow parameter estimate is multiplied by the speed
correction factor y to obtain SWE

SWE(#,) =y 'dvs,ﬁtted(tn) - 1000 [mm]. (37)

IV. RESULTS AND DISCUSSION

We applied this approach for our GNSS measurement setup
at the test site Weissfluhjoch for the entire dry-snow season
from October 1, 2015 to April 1, 2016. After the Ilatter
date, the first significant wetting of the snowpack occurred,
and the snowpack was not considered as dry any more. The
test site is equipped with numerous meteorological and snow
sensors [22], [39]. We compared our measurements with SWE
data recorded with a snow pillow and to manual measurements
from weekly to biweekly snow profiles. The temporal resolu-
tion of the GNSS output data was reduced to one SWE value
per 30 min to be temporally comparable with the continuous
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Fig. 6. SWE derived by GNSS carrier phase residuals compared with

measurements recorded with a snow pillow and to manual snow pit mea-
surements; all data from the test site Weissfluhjoch during the dry-snow
season 2015-2016.

SWE in situ reference measurements taken in parallel with
the snow pillow. The snow pillow and the GNSS system ran
continuously without any breakdown.

Fig. 6 shows the evolution of the GNSS-derived SWE
(dark blue line) and the SWE measured by the snow pillow
(light blue line). The weekly to biweekly manual snow profile
measurements are indicated with magenta stars. The distance
between the GNSS measurements and the snow pillow is
20 m [22]. The snow profiles including the manual measure-
ments were performed in the vicinity of the two continuous
measurements. The manual measurements cannot be taken at
the same location during one winter period as the snowpack
is destroyed after a measurement. Therefore, the snow profiles
were conducted along three profile lines in a distance to the
GPS measurements of approximately 5-20 m, depending on
the location of the snow profiles taken at a specific date.

In general, all three SWE measurements provide similar
results. The continuous recordings of the snow pillow and
GNSS show a very similar temporal evolution and similar
absolute values. Small deviations between these two measure-
ment methods might be due to small-scale spatial variability
caused by slightly different precipitation amounts and/or wind
conditions, even though they are located close to each other
at the same test site. The manual SWE measurements fit well
with the values obtained with the two continuous measurement
methods. However, in general, the manually measured values
are slightly lower than the continuous measurements, which
might also be related to small-scale spatially variable snow
properties at the test site. On some days, the agreement is
better than on others. The reason for the observed difference in
agreement might be related to the fact that the profile location
varied in the course of the winter, being sometimes closer
to the location of the continuous measurements, sometimes
further away.

Table I summarizes the statistics for the comparison of the
three SWE measurement methods. The methods show high
agreement indicated by the values of R? close to 1. Regarding
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TABLE I

STATISTICS OVERVIEW OF THE COMPARISON OF SWE DERIVED BY GNSS
AND MEASURED BY SNOW PILLOW AND WEEKLY TO BIWEEKLY
MANUALLY MEASURED IN SNOW PITS AT THE TEST SITE
WEISSFLUHJOCH FOR THE DRY-SNOW
WINTER PERIOD 2015-2016

R?2 RMSE [mm)]
GNSS - Snow pillow 0.999 10.6
GNSS - manual 0.995 23.4
Snow pillow - manual 0.997 24.0
800 T T T T T T T
700 1
600 y 1
oF
L7
€ 500 1
£
(o]
©
£ 400 [ .
hel
w
=
v 300 | hid 1
200 R
SWEdatal SWEdata2 Regression line
100 b * e GNSS Snow pillow y=1.01x-197 |
* GNSS Manual y=0.98x-5.52
+ Snow pillow Manual y=0.97 x-6.42
0 L . . . . . .
0 100 200 300 400 500 600 700 800
SWE data 1 [mm]
Fig. 7. Linear regression between, in each case, two of the three SWE

methods GNSS, snow pillow, and manual. Black solid line indicates 1:1 line.

the root mean square error (RMSE), the two continuous
measurements GNSS and snow pillow fit the best; the RMSE is
very low, approximately 11 mm. The RMSE between manual
measurements and GNSS or snow pillow measurements is,
in both the cases about 23-24 mm, low as well. The high
degree of agreement between the methods is also shown by
the regression lines in Fig. 7. GNSS-derived snow estimation
and snow pillow data are very close to the 1:1 line.

The proposed GNSS method enables continuous and
nondestructive determination of SWE for dry-snow conditions.
Important advantages of our GNSS approach, especially com-
pared with snow pillow measurements, are that only low-
cost GNSS sensors are used and that they only need a little
space for installation, whereas snow pillows are expensive
and consist of 3-m diameter bladder containing approximately
800 L of an antifreeze solution, which needs to be installed
with concrete at a flat area. Moreover, the heat flux between
the snow pillow surface might not be adequate to the heat
flux of the soil and the bottom of the snowpack [40], and
as already mentioned, the snow pillow measurements are
potentially prone to errors due to bridging effects in the
snowpack, especially during the transition of dry- to wet-snow
conditions [9]. In contrast, the GNSS system is not affected
by disturbing heat fluxes or bridging effects as the signals
travel nondestructively through the snow. However, as we
only considered dry snow during the observed time period,
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no bridging effects at the snow pillow occurred. Regarding
manual snow pit measurements in snow profiles, they represent
the most reliable conventional method up to now, but are
destructive and performed (bi)weekly at the best. In summary,
our results of GNSS-derived values of the SWE suggest that
with this novel method, it is possible to determine the SWE
with high accuracy and at low costs.

In general, the following points have to be considered for
obtaining highly precise GNSS-derived values of the SWE.
It is important to determine the baseline between both GNSS
antennas very accurately with our RTK model under snow-free
conditions. An error in distance between the antennas of only
2.5 cm would lead to an error in the SWE of approximately
50 mm. Therefore, it is very important to accurately process
the carrier phase data also under snow-free conditions and to
filter the baseline estimate to reduce the impact of phase noise
and multipath. Moreover, it is important to tightly tense the
pole with the upper antenna, e.g., with ropes, so that it cannot
be markedly affected by vibrations or positional changes, e.g.,
due to wind effects. However, if a shift of one antenna occurs,
it is possible to reestimate the baseline using RTK. Moreover,
the GNSS signals of at least a minimum of four GNSS
satellites have to be received at both the antennas to estimate
the SWE. This is fulfilled at almost any place on Earth, due
to the global GNSS satellite constellations. However, limiting
constraints in receiving signals from the minimum amount of
GNSS satellites might occur in extremely deep valleys or very
steep slopes.

Finally, this paper was performed during dry-snow condi-
tions with continuous L1-band phase tracking at high C/Nyp
values. As shown, a very accurate SWE was obtained also at
high SWE values. After Maetzler [41], the penetration depth
of L-band microwaves can theoretically reach a few hundred
meters under dry-snow conditions. However, the penetration
depth decreases markedly under wet-snow conditions, which
was also investigated by Schleppe and Lachapelle [42] for low-
cost GPS receivers under moist and compact avalanche snow
conditions. The phase processing during wet-snow conditions
is beyond the scope of this paper and will be considered in our
future work. Phase processing becomes increasingly difficult
during wet-snow conditions as signal attenuation increases
markedly with increasing liquid water content and changing
dielectric properties [21]. GNSS signal strength information
as already applied in [21] and [22] has to be additionally
considered in an integrated GNSS carrier phase and signal
strength processing.

V. CONCLUSION

The SWE was continuously derived for dry-snow condi-
tions solely based on carrier phase measurements of GNSS
receivers. Two static GNSS receivers were used to determine
DD GNSS carrier phase measurements. A precise Snow-
specific model was developed for these DD measurements,
which takes the delay of GNSS signals in snow due to the
reduced signal propagation speed and the refraction processes,
as well as the relative position between both GNSS antennas
using RTK positioning, and the carrier phase integer ambigu-
ities into account. The carrier phase integer ambiguities and
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the SWE were jointly estimated using an integer least-squares
estimator. After ambiguity fixing, we analyzed the fixed phase
residuals that depend on snow, phase noise, and multipath.
The snow-dependent part is proportional to the SWE and
an elevation-dependent mapping function. We applied a low-
pass filter to reduce phase noise and multipath and, thereby,
to improve the accuracy of the SWE.

The proposed method was tested with two low-cost GPS
receivers installed at the high Alpine test site at Weissfluhjoch
in Switzerland during the dry-snow winter season 2015-2016.
The SWE measurements of a snow pillow with a temporal
resolution of 30 min served as continuous reference. Our
GNSS-derived SWE data show a high degree of agreement in
absolute values and temporal evolution with this reference. The
weekly to biweekly performed manual SWE measurements in
snow pits also agree well with our GNSS-derived values.

Advantages of the proposed method are, e.g., that it does
not require manual measurements, are globally applicable and
it does not disrupt the snow cover. Moreover, the baseline
can be recalculated in the presence of a snow cover if the
SWE is precisely known at the time of recalculation. The
reliability of integer ambiguity fixing and the accuracy of the
SWE can be further improved by using multi-GNSS instead
of GPS-only measurements, i.e., by additionally including
Galileo, GLONASS, and/or Beidou measurements. The use
of low-cost sensors is sufficient, which enables dense sensor
networks. Thereby, snow information with high-spatial and
high-temporal resolution can be derived for entire river basins
allowing for more accurate runoff and flood prediction. The
global availability of GNSS signals enables measurements
also in remote locations where conventional measurements are
scarce. In many regions, especially in high mountain regions
and the large areas of the Tundra, Taiga, and Arctic, it is
very valuable to gain information on the snow accumulated
during the entire dry-snow winter period. Currently, our setup
is installed at various remote test sites in Newfoundland
involving first demo users within the scope of the ARTES-
IAP Demo Project SnowSense.
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